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Detecting Alzheimer
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ABSTRACT

This paper presents a study of sensor data from a person who
developed Alzheimer’s disease during a 4-year monitoring
period and who is monitored with simple ambient sensors in
her home. Our aim is to find data analysis methods that re-
veal relevant changes in the sensor pattern that occur before
the diagnosis. We focus on the quantification of regularity,
which is identified as a relevant indicator for the assessment
of a disease such as Alzheimer’s. Two unsupervised methods
are studied. Restricted Boltzmann Machines are trained and
the resulting weights are visualized to see whether there are
changes in regularity in the behavioral pattern. Fast Fourier
Transformation is applied to the sensor data and the spec-
tral characteristics are determined and compared with the
same purpose. Both methods reveal changes in the pattern
between different periods. Both methods therefore are useful
in quantifying and understanding changes in the regularity
of the daily pattern.
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1. INTRODUCTION

Lifestyle monitoring systems that use simple ambient sen-
sors in the home have been presented to detect deviant pat-
terns in the behavior [13, 1]. Not all deviant patterns in
behavior are relevant, the challenge lies in identifying the
changes that can be connected to a change in health. Many
(commercially available) systems implement rule-of-thumb
thresholds and adjust these in collaboration with the people
in the network of the elderly to minimize false alarms. More
informed approaches exist, for example methods that try
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to derive the Activities of Daily Living (ADL) [8] or other
activities from the sensor data [4, 16].

Besides recognizing ADL, there is much evidence that reg-
ularity of the daily pattern is very informative for assessing
the health status. Changes in behavioral circadian rhythms
are associated with aging [7] and detecting shifts in the 24h-
rhythm is useful [5] and can be related to physical func-
tioning [11]. Sleep patterns and patterns when leaving the
house [9] can be measured, and similar metrics are shown to
be useful in monitoring cognitive decline or Alzheimer [10].
Therefore, in this paper we focus on measuring the reqularity
of the behavior of independent living older adults.

We present two unsupervised methods that help to under-
stand the regularity of the sensor signal and can quantify it.
First, Restricted Boltzmann Machines (RBM) are applied as
a type of autoencoder. Because the intrinsic dimension for
a regular daily pattern is low, autoencoders can be used to
make a non-linear projection of the high-dimensional sensor
data to a lower dimensionality. Using RBM’s as a single-
layered autoencoder, visualizations of the weights provide
insight in regularity of the participant. Secondly, the spec-
tral distribution of the periodic data is explored with a Fast
Fourier Transformation (FFT). Under the hypothesis that
a regular temporal pattern shows a more peaked distribu-
tion in the frequency domain than a non-regular temporal
pattern we studied periodic and entropy characteristics from
this distribution. Both methods are used to inspect changes
in regularity of the daily pattern of our participant.

For the illustration and validation of our approach, we
draw upon our monitoring data set in which we collected
longitudinal sensor data [14, 12]. In this paper we use the
data of a resident who developed Alzheimer during a four
year period in which her behavior and health were moni-
tored. We first describe the data and approach, end then
show the results of our methods in this specific case.

2. DATA

The data comes from a larger set that is collected in the
homes of 23 independent living older adults. All participants
have a sensor system in their home that consists of approxi-
mately 16 binary sensors, mostly motion sensors to cover all
major locations and contact switches on doors. See Figure 1
for the apartment of the case described in this paper. Ev-
ery three months the participants are visited to take health
assessments and questionnaires (see [15] for an overview of
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Figure 1: Floor plan of the apartment. ‘M’ indicates a mo-
tion sensor and ‘D’ (door) indicates a contact switch.

the metrics). For this paper the data were selected of a
participant who developed Alzheimer’s disease during the
measurement period.

2.1 Data representation

From the raw sensor data we derived two representations.
The binary location representation gives the participant’s
presence in different locations (such as bedroom, bathroom
and outside) with precision of a minute. For every day this
results in a set of daily binary feature vectors of dimension
D = #minutesperday = 1440. Figure 2 visualizes all the
sensor data of our participant using this representation. The
location duration representation gives the amount of time
that a participant is present in a location in minutes per
hour. For every day this results in a set of daily feature
vectors of dimension D = #hoursperday = 24. An example
of the bedroom signal of a week is given in Figure 4a.

2.2 Case characteristics

The person in our case study is a 87 year old female who
was monitored for four years. When monitoring started,
she was very independent, only having a housekeeper. At
first she was stable, no incidents were reported. She had
several (social) activities outside her house. She had some
problems with her joints and used a walker (outside). She
did exercised in the morning, also in her bed. In March
2014, after 2.5 years of monitoring, it was reported that she
was diagnosed with Alzheimer. She started going to day
care twice a week soon after, which is visible as a change
of color in Figure 2. In the beginning we see some changes
in patterns. This can be explained by the adjustment of
sensors in the home. At first, the living room was not fully
captured, therefore the tracking algorithm missed sometimes
presence in the living room.

2.3 Data selection

Data from two different periods of 30 days were selected
for comparison. One period, referred to as the period with
Alzheimer, is just before diagnosis in March 2014. This is
because after the diagnosis, some immediate interventions
were started that altered the pattern. The assumption here
is that a change (probably) took place before actual diag-
nosis. Another period, without Alzheimer, is approximately
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Figure 2: Four years of monitoring data. Each color rep-
resents the location of the resident in a specific time slot
(precision of a minute). The x axis shows the day of mea-
surement. The y axis displays the time of day, currently
provided in minutes in the day (from midnight at the top
until midnight again at the bottom).

a year before diagnosis (March 2013). We selected a year
earlier to minimize seasonal effects.

3. APPROACH

The two methods (RBM and FFT) that are used to com-
pare differences in regularities of the daily pattern between
the two periods (with or without Alzheimer) are introduced
below.

3.1 Restricted Boltzmann Machines

Restricted Boltzmann Machines are two-layered networks,
suited for modeling binary data. The RBM consists of a vis-
ible layer of which the units corresponds to the input and
a hidden layer of which the units are generally interpreted
as feature detectors. No connections within these layers are
allowed, but between the layers the network is fully con-
nected. A trained network can be regarded as a type of
auto-encoder, where the dimensionality reduction is deter-
mined by the size of the hidden layer. The weights represent
the features that describe the data best

The size of the hidden layer is kept limited, because we
are mainly interested in the general pattern. The number of
hidden units in our experiments is limited to four, because
adding more hidden units caused a (visual) redundancy in
features. We expect to detect features that represent typical
days (i.e. similar as in PCA where the first few principal
components represent general trends and less frequent pat-
terns are represented in the later components.)

Existing Theano implementations [2, 3] were adjusted to
perform the experiments. Two separate RBM’s are trained
[6] with the binary location representation as input, for the



(b) With Alzheimer

Figure 3: Visualized weights of two RBM’s trained on out-
side presence data. Each figure displays the weights to each
of the four hidden units in a 2x2 arrangement. The weights
to each hidden unit are reshaped to a 60*24 matrix for in-
terpretation purposes.

two periods (with and without Alzheimer). The weights of
each are visualized to get insight in the typical days that
are present in that period. This experiment was repeated
for each of the locations separately.

3.2 Fast Fourier Transformation

Fast Fourier Transformation is a widely used method to
filter signals. Given a time series signal X (¢), the FFT de-
composes it into sine waves (with frequencies w) that to-
gether compose the signal. Thus, the FFT is a transforma-
tion of an function in a time domain X (¢) into a function in
a frequency domain Y (w). The representation of the signal
in the frequency domain allows us to calculate some spectral
characteristics of the sine waves such as the periodicity, the
amplitude. Additionally, the spectral entropy is calculated
using the equation: F = —3"" | (pilog(p:)), where p; is the
normalized squared spectral density of frequency i, and n is
the total number of frequencies. In our case, the input func-
tion of the FFT is the duration-location representation of
the sensor data as described in Section 2.1. The analysis is
performed for each of the locations separately. An example
of a such input function for the ’bedroom’ location during
one week and its corresponding frequency function is given
in Figure 4.

4. RESULTS

RBM. The weights between the visible and the four hid-
den layer are visualized to get insight in the regularity of the
data. To get useful visualizations, the weights of the visi-
ble layer to the hidden layer are visualized per hidden unit.
These weights are then transformed to a 24*60 matrix, so
each row is an hour (of 60 minutes), starting from midnight
at the top.

The results that were most clearly visible were obtained
with data where the person is outside (away from home).
Figure 3 shows these weights for the two different periods.
All weights display a clear circadian rhythm, it is easy to dis-

duration (min)

time

(a) Sample of the bedroom signal in the time domain.
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(b) The corresponding representation in the frequency domain.

Figure 4: The representation of the ‘bedroom’ signal in both
the time domain and the frequency domain.

criminate between night (approx upper half) and day (lower
half). But the pattern changes between periods. Addition-
ally, the weights in the figure with Alzheimer are less extreme
than the weight pattern in the figure without Alzheimer, in-
dicating a less regular pattern.

FFT. The results are given in Table 1. The table shows
the spectral characteristics per location for both the periods
without and with the Alzheimer diagnosis. These spectral
characteristics are obtained by applying FFT to convert the
signals in the time domain into frequencies in the frequency
domain for each location. For example, converting the bed-
room signal from the time domain into the frequency do-
main results in Figure 4. The results in Table 1 show an
increase of the spectral entropy in all the locations. This
is a consequence of a more noisy signal in the period with
Alzheimer compared to the period without the diagnosis.
More likely, the resident has less regularity in her activities
in the period with the diagnosis. Another interesting finding
is the increase of the periodicity of the dominant frequency
in the ‘bathroom’-location from 12 hours (twice a day) to
24 hours. This may be an indication that the subject some-
times forgets to do some bathroom-activity. Note that both
the ‘outside’ and ‘laundry’ locations have several dominant
frequencies (graphs not included). Therefore, no conclusion
can be drawn from the decrease of the periodicity of the
dominant frequency for these two locations.

S. DISCUSSION AND CONCLUSION

It is a promising finding that the differences in the behav-
ior of the participant can be captured by both the filters in
a RBM and the FFT. Both methods display changes in the
pattern before and after the diagnosis.

Sensor systems enable early diagnosis and intervention in
the case of Alzheimer, but there is no clear protocol on what
features to focus. Regularity is a promising candidate fea-
ture, and this paper provides directions for appropriate tools
to quantify regularity. Both the FFT and RBM approach
can act as tools to understand and explore the data. And
the fact that both methods can be used for dimensionality
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Figure 5: The representation of the bathroom signal in
the frequency domain using the sensor data collected in
the periods with (upper graph) and without (lower graph)
Alzheimer.

Location Periodicity Amplitude Entropy
bedroom 24.05 24.00 | 33.63 30.41 | 2.02 2.51
kitchen 24.75 24.44 2.83 3.07 | 5.32 5.51
livingroom 24.75 25.23 | 11.60 5.01 | 4.01 4.57
bathroom 12.15 23.97 1.06 2.08 | 5.67 6.06
laundry | 147.33  83.33 | 0.13 0.15 | 544 6.02
outside | 491.00 129.00 | 3.06  2.70 | 5.07 5.74

Table 1: Spectral characteristics calculated for both the pe-
riods WITHOUT (first column) and WITH (second column)
Alzheimer. Shown are the periodicity (hours) and the ampli-
tude (minutes) of the dominant frequency. Also, the entropy
of the signal in the frequency domain is calculated.

reduction, this is promising for modeling Alzheimer. When
more longitudinal data is available to train models, these
tools can be used to successfully deploy sensors in the home
to automatically detect Alzheimer in an early stage.
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